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Adaptive Prescribed-Time Agile Control for Hypersonic Morphing

Vehicles

Gu Xin, Wei Changzhu, Huang Hao and Zhang Yuhao'

School of Astronautics, Harbin Institute of Technology, Harbin 150001, China

Abstract: For the agile control of hypersonic morphing vehicles during high-maneuverability flight, an adaptive
prescribed-time agile control method is proposed. To address model mismatch and agile control challenges arising from
unsteady aerodynamic characteristics during high-maneuver hypersonic variable-shape vehicles, an adaptive
prescribed-time agile control method is proposed. This approach employs prescribed-time sliding mode control as the
baseline controller, integrated with adaptive dynamic programming to reduce the theoretical upper bound of prescribed
time while enhancing agility. Furthermore, through non-singular control input design, the method maintains the specified
time-constrained implementation while preserving the predetermined ratio between system bandwidth and actuator
bandwidth. Based on Lyapunov theory, the stability of the closed-loop controller was demonstrated. Finally, a set of
comparative simulations demonstrates that the proposed control method achieves prescribed-time convergence while
exhibiting lower conservatism, stronger model adaptability, and higher control accuracy. Additionally, the controller
possesses input optimization capabilities that significantly reduce the torque required for computation.
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1. INTRODUCTION

Hypersonic vehicles operate across an extremely
wide range of airspeeds, making it difficult for a single
aerodynamic  configuration to achieve optimal
performance throughout the entire flight envelope.
Consequently, the concept of hypersonic morphing
vehicle has emerged [1]. By dynamically adjusting its
physical configuration, a hypersonic morphing vehicle
achieves a high degree of adaptation to variable
environments and mission conditions [2]. Control
system stability is a necessary condition for such a
vehicle to accomplish its flight missions. However,
morphing induces significant changes in parameters
such as the vehicle's center of mass, moment of
inertia, and aerodynamic coefficients. Furthermore, the
hypersonic flight process involves large maneuvers and
is subject to strong disturbances, which exacerbate the
impact of these parameter variations on the control
system, posing significant challenges for control
system design [3]. On one hand, this results in a highly
nonlinear vehicle model, and the unsteady
aerodynamic characteristics induced by morphing are
difficult to model offline. On the other hand, it
significantly alters the response characteristics of the
vehicle system, leading to variations in the system
bandwidth. This makes it difficult to maintain the
designed ratio between the controller bandwidth and
the vehicle system bandwidth [4-6].
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Control methods based on linearization have
achieved good performance in fixed-configuration
vehicle control and have been extended to morphing
vehicle controller design. Such research focuses on
handling the strongly time-varying, nonlinear dynamics
arising from aerodynamic shape changes during the
morphing process to maintain flight stability. He et al.
constructed a morphing vehicle model based on tensor
products and designed an LPV control system using
parallel distributed compensation control technology
and regional pole placement, achieving stable
command tracking during morphing [7]. Yue et al.,
focusing on a tailless folding-wing morphing vehicle,
obtained an LPV model through linearization and
designed a gain-scheduled He robust controller for the
wing transformation process to ensure robust stability
of the time-varying dynamics. Simulation results
showed the controller could maintain stability
throughout the morphing process [8]. Wang et al., for a
variable-sweep vehicle, divided the range of time-
varying parameters into several regions. Utilizing
weighting coefficients and the concept of parameter
overlap regions, they constructed a set of LPV
controllers by solving linear matrix inequalities and
designed a controller switching strategy with sweep
angle as the decision variable, enabling good
disturbance rejection during morphing [9]. Wu et al.
derived an LPV model with wingspan and sweep angle
as time-varying parameters and introduced an
adaptation law to enhance the robustness of a sliding
mode controller [10].

However, methods based on linearization
essentially utilize finite approximation of nonlinear
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characteristics near local equilibrium points, while
morphing vehicle models are highly nonlinear, and the
morphing process exhibits significant unsteady
aerodynamic characteristics. This can easily lead to
overly conservative controller designs based on
linearization, degrading dynamic performance [11].
Especially for hypersonic vehicles during large
maneuvers, high dynamic pressure and strong
disturbances exacerbate this issue, potentially causing
control model mismatch and frequent actuator
saturation, further affecting the control stability of
hypersonic morphing vehicle.

To enhance the control stability and accuracy of
hypersonic morphing vehicles, researchers have
investigated various nonlinear control methods to
address model nonlinearites and unmodeled
dynamics. To ensure agility in highly dynamic
environments, much focus has been placed on finite-
time, fixed-time, and prescribed-time control methods.
Wei et al.,, addressing hypersonic morphing vehicle
control system design under conditions like input
saturation, parameter uncertainty, and morphing-
induced disturbances, utilized a backstepping control
framework combined with fixed-time convergence
theory to propose an adaptive fixed-time control
method [12]. Zhang et al., tackling issues such as large
parameter perturbations from morphing, difficulty in
modeling the morphing process, and complex external
disturbances for hypersonic morphing vehicles,
combined an extended state observer with finite-time
convergence theory to study an attitude controller for a
class of variable-sweep vehicle [13]. Zhang et al.,
considering the need for high-performance control and
low resource consumption during the morphing flight
phase of hypersonic morphing vehicles, proposed a
novel event-triggered fast finite-time control method,
reducing system resource consumption [14]. Cao et al.,
taking a foldable hypersonic morphing vehicle as the
research object and comprehensively considering
dynamic changes in aerodynamic and dynamic
characteristics due to morphing, along with model
uncertainty and external disturbances, investigated
fixed-time disturbance observers and fixed-time
prescribed performance control [15]. Jiao et al., for a
hypersonic morphing vehicle with folding wingtips,
designed a sliding mode controller incorporating a
fuzzy logic system [16]. Liu et al., considering the
drastic changes and potentially unstable aerodynamic
characteristics during morphing, researched extended
state observers and sliding mode controllers [17].
Zhang et al., for hypersonic morphing vehicles with
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system uncertainties and limited computational
resources, proposed an event-triggered practical

prescribed-time control strategy [18]. While the
aforementioned methods consider model nonlinearities
and unmodeled dynamics, to fully leverage the
advantages of morphing vehicles, the optimality of
control inputs must also be considered. Therefore,
optimal control theory can be integrated into controller
design for hypersonic morphing vehicles.

Within Adaptive Dynamic Programming (ADP)
methods, the Actor-Critic (AC) structure and neural
networks are used to approximate the solution of the
Hamilton-Jacobi-Bellman (HJB) equation for nonlinear
continuous systems, thereby analytically computing the
optimal control input. Bao et al., addressing the attitude
control problem of a variable-sweep hypersonic
morphing vehicle, combined a fuzzy disturbance
observer with an ADP control method to obtain real-
time approximate optimal feedback control [19]. Li et
al., introducing an efficient estimator for unknown
system dynamics, proposed an adaptive controller
based on ADP suitable for hypersonic morphing
vehicles under large uncertainties and morphing
conditions [20]. Zhao et al. proposed an ADP-based
control method for the optimal attitude tracking control
of hypersonic vehicles with prescribed performance
constraints, balancing performance constraints and
optimization capabilities under the condition of partially
unknown dynamics [21]. However, such control
methods are limited by asymptotic or finite-time
convergence properties, making it difficult to precisely
regulate the system's response characteristics and to
accurately design the ratio between the controller
bandwidth and the system bandwidth.

Since the finite-time method has a convergence
time upper bound that depends on the initial conditions,
it is difficult to accurately determine the convergence
time when the initial conditions are unknown. Although
the fixed-time method has a convergence time that is
independent of the initial conditions, its convergence
time expression is determined by multiple control
parameters and is relatively complex. The prescribed-
time control method, on the other hand, has a
convergence time that is not only independent of the
initial state but can also be determined by a single
parameter, allowing the control parameter to be quickly
preset according to real-time task requirements.
Therefore, in order to address the above problems, this
paper introduces Prescribed time control (PTC)
technology into an ADP-based control framework. By
intuitively adjusting convergence time through a single
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control parameter, it enables precise regulation of
response characteristics, enhances the control system
bandwidth of hypersonic variable-shape vehicles, and
achieves superior system agility while maintaining a
specified ratio between controller bandwidth and
system bandwidth.

In summary, this paper proposes an adaptive
preset-time sliding mode control method based on
adaptive dynamic programming to address the agile
control challenge for hypersonic deformable vehicles
during high-magnitude maneuvers. The main
contributions are as follows:

1. A non-ambiguous prescribed -time sliding
surface based on the hyperbolic sine function has been
designed. This sliding surface not only enables the
convergence time upper bound to be determined with a
single parameter, but also ensures the control law
remains continuous and singularity-free throughout the
entire time domain. Compared to traditional singularity
avoidance strategies employing piecewise logic or
higher-order quadratic integration functions, this
method significantly reduces computational complexity.

2.  An adaptive dynamic reconfiguration (ADP)
weak model control scheme for hypersonic vehicles is
proposed in this paper. This method effectively utilizes
unmolded dynamics in the dynamic regulation of the
convergence process, thereby significantly reducing
the upper limit of convergence time while effectively
enhancing the system's agility.

3. A bandwidth maintenance technique based on
adaptive dynamic programming has been developed.
This method dynamically optimizes control parameters
in real time according to flight conditions, thereby
preserving the proportional relationship between
controller bandwidth and actuator bandwidth to ensure
the system's agile response characteristics.

2. MODEL OF THE HYPERSONIC MORPHING
VEHICLE

The hypersonic morphing vehicle studied in this
paper is equipped with high-bandwidth three-axis
aerodynamic control surfaces serving as control
actuators, along with a low-bandwidth morphing
mechanism to achieve a variable sweep angle, as
shown in Figure 1.

This paper focuses on the attitude control problem
of the hypersonic morphing vehicle. The model
describing its rotation about the center of mass can be

established theorem of moment of

momentum:

using the

Figure 1: Schematic diagram of a variable-sweep hypersonic
vehicle.

{Q=Rw ™)

Jir=-0"Jo+M+My + M +d

T
Where Q=[ y @ w] is the attitude angle

vector; y is the roll angle; ¢ is the pitch angle;y is the

T
yaw angle;a)=[ P q r] is the angular velocity

vector;
0 -r ¢
o=l r 0 -p (2)
-4 p O

p is the roll rate; g is the pitch rate;r is the yaw

rate; J is the moment of inertia matrix in the body
frame;

JXX 0 - J’CZ
J=| 0 J, 0 (3)
N JXZ 0 zz

R is the transformation matrix;

—_—

tangsiny tan@cosy

R=[ 0 cosy —siny (4)
0 siny cosy
cos @ cos @

M, is the additional moment induced by morphing;
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le —(p+q1")J1x
mS, (w+vp - uq)-qJ,, +(pr-49)J,,
-m S, (V+ur- wp)—r(]lx +J1V)...

—f(JlX +J1y)—pq(J1y —JIX)

M. is the additional moment due to center-of-

mass shift;

=S,,my,g cos@siny
G = _(S()me +2S1xml)gcoscpcosy (6)
(SOme +28, m ) gcos@siny

d is the unknown disturbance vector caused by
external disturbances and unsteady aerodynamic
characteristics; u,v,w is the projection of the vehicle's

velocity vector onto the body frame; S, .S, .S ,i=12 is

x>y’
the projection of the position vector of the left/right
wing's center of mass relative to the vehicle's center of

mass in the body frame onto the three axes; S, .S, .S,

is the projection of the position vector of the fuselage's
center of mass relative to the vehicle's center of mass

in the body frame onto the three axes; my,m, is the

mass of the fuselage and wings; J, ,J, is the moment

of inertia of each wing about the O, X, -axis and O,Y, -

axis of the body frame; M is the aerodynamic moment
generated by the fuselage, wings, and control surfaces;

M=M,+g(5.5,) (7)

M, is the aerodynamic moment generated by the

fuselage; §, is the wing sweep angle, a scalar; 9, is the
control surface deflection vector.

To more accurately describe the oscillation and
overshoot characteristics in the physical system, the
morphing mechanism is modeled as a second-order
system:

5 =-m'8 -28wd, + w5 (8)
where ¢, is the sweep angle command;w, is the
bandwidth of the morphing mechanism;§ is the

damping ratio of the morphing mechanism,;

The attitude control actuators are modeled as a
second-order system:

52 = —wzzéz - Ezwzéz +w§52( (9)

where 6, is the deflection command vector; w, is the
diagonal matrix of actuator bandwidths;

o,=[ 0, w, o] (10)

w,, is the roll surface bandwidth;w,,

is the pitch
surface bandwidth; w,, is the yaw surface bandwidth;

&, is the diagonal matrix of actuator damping ratios;

g-le g 8] (1)

&,, is the roll surface damping ratio; §,, is the pitch
surface damping ratio; §,,

ratio;

is the yaw surface damping

Considering the actuator bandwidths, the model
describing the hypersonic morphing vehicle's rotation
about the center of mass becomes:

Q=Row
Jo=-o"Jo+M +g(6,5 )+
5] = —wlzél - §]w]61 + 0, 5

5, = -8, - 28,m,6, + w35,

277272

M, +M, +d (12)

When the controller output u is the required three-
axis moment, the control surface deflection command

6,, can be calculated inversely from the aerodynamic

moment. At a given time ¢=¢, when solving for the

deflection command 6, o substituting the morphing

command 4| into the multivariate function g(9, .9, )

reduces it to a single-variable function, denoted

asg, (5,)-

u=M,+g(8,.0,)=M,+g, (5,) (13)
The deflection command is solved as:

5, =g (u-M,) (14)

The controller output u is the required three-axis
moment. Thus, the model of the hypersonic morphing
vehicle's rotation about the center of mass, considering
actuator bandwidth, is expressed as:
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Q-=Row

Ja')=—waa)+Mb+g(6l,62)+MSD+MSG+d (15)
5

5 =-w}8 -28wd +ws,

52 = —wjéz - 2§2w232 + wfg;\1 (u - Mb)

where ”=M/,+g(51¢»»‘5zu) ;

Define the attitude tracking command and its first
derivative as w,. @, . Select the state variables as

e, =0-0Q e, =0-Q Substituting into the equation

and organizing using the required moment u the
attitude tracking control system for the morphing
vehicle is obtained as:

¢ =e
(16)
é,=F+Bu+AD
where
B=RJ",F=RI" (-0 Jo+ M+ M),
AD=Rd-0 +g(5.5,)-2(6,.6,) are the lumped
disturbances.
Assumption 1: The lumped

disturbance AD =[AD,,AD,,AD,]" of the system is
bounded, i.e., it satisfies|AD|< D, (i=1, 2, 3).

Remark 1: Due to external disturbances in actual
flight, such as uncertain wind fields, wingtip vortices,
and aerodynamic coefficient perturbations, they are
essentially manifestations of energy. Since the energy
in nature is limited, it is reasonable to assume that
external disturbances are bounded.

The control objective of this paper is to design a
prescribed-time controller with ADP-based
compensation, such that the attitude tracking error
e, (i=1,2,3) converges to a prescribed region within a

prescribed time despite unsteady
characteristics and unknown disturbances.

aerodynamic

3. PRELIMINARY KNOWLEDGE

In this paper, R, RT, R", R™ represent the set of
real numbers, positive real numbers, n-dimensional
real vector space, andnxn real matrix space,
respectively. C(s) represents a column vector, D(x,)

represents a diagonal matrix withx, as its diagonal

elements,

is the absolute value of a real number,

is the Euclidean vector norm, and sign(-) is the sign

function. For any a€R" , x&€R define the function

sig (x) = sign(x)||". For vectors
n€R"n=[n.n,..n1", define the function
sign‘ (1) =[sign (1, ),sign" (,),"--,sign* (n,)]" -

Consider the following autonomous system:
x=f(x(1),9), x(0)=x, (17)

where x €R" is the state variable, x, = x(0) ER" is the
initial value. ¢ is a tuning parameter of the autonomous
system. f:R" —=R" is a nonlinear function. Assume
the solution of the system is ®(t,x,), and the

equilibrium point is the origin.

Definition 1: For the autonomous
systemx = f(x(¢),¢), if for anyT €R" and u€R",
there exists ¢ €R" such that when V¢>T , the system
satisfies ®(z,x,) < u , then the origin of this autonomous

system is prescribed-time stable.

Lemma 1: Forx= f(x(¢),¢), if there exists a

positive  definite and  unbounded  Lyapunov
function V' (x) satisfying:
2 1-m
Vs—[1+V+k2V2] —arctan(kV)} +E (18)
JT
Where m=1-a/2kT,, k>x/T,, T >0, E>O0.

Then V' (x) converges to the origin V' (x)<o within the
prescribed upper bound of time

m-1

1
T[,,o=%tan[(2/n)2m(k3)2m}. The proof of Lemma 1 is
as follows.

Proof: ViV >0 satisfy the property kV >arctan(kV) .

Multiplying both sides of the inequality by arctan'™"(kV")
yields:

V arctan'™ (kV) = %arctanz"" (kV) (19)

Substituting the equation (19) into the equation (18),
it is easy to derive the following relationship:

2-m
. 1|2
V < ——|—arctan(kV E 20
k[ﬂarcan( )} + (20)
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m-1 1

Therefore, when V(x)z%tan[(Z/ﬂ;)Zm(kE)er}’ the

convergence rate of V(x) strictly satisfies the following
relationship:

V= —(1+k2V2)[£arctan(kV)} (21)
JT
Furthermore, rewriting the equation (21) into
differential form yields:
1 > 1-7/2KT,
———dV =|Zarctan(kV dr 22
1+kV? |:J'L’ ( )} 22)

Let S=2/Jtarctan(kV), substitute into the above
equation, and integrate both sides to obtain:

)n/ZkTL

=T (23)

T(xo) = —%f:xo)s”mr‘_'ds fTCs(xO

Since (23) ensures T(xo)sy(lir)n T(x,)<T, , the

function V’(x) can converge to o within the prescribed
time 7 . This completes the proof of Lemma 1.

Lemma 2 [22]: For o €R", the following inequality
holds:

Lemma 3 [23]: For a nonlinear function of the
form /J’(x) = ln[l—tanh2 (x)] the following equality holds:

B(x)=1In(4) - 2xsign(x)+h, (25)

where #h, is a positive real number with an upper
bound.

4. CONTROLLER DESIGN FOR HYPERSONIC
MORPHING VEHICLE

To address the control challenge of hypersonic
morphing  vehicles, this paper proposes a
reinforcement-learning-based nonsingular prescribed-
time sliding-mode scheme. First, a nonsingular
prescribed-time sliding surface built on a hyperbolic-
tangent function is devised to furnish the baseline
structure that steers the system states to convergence
within a user-defined interval. Second, an Actor—Critic
reinforcement-learning framework is embedded to
compute, in real time, the optimal virtual compensation
torque against matched uncertainties. Furthermore, a
gain-inversion mapping mechanism translates this
optimal torque into an adaptive gain of the sliding-mode
controller, thereby optimizing closed-loop performance
while rigorously preserving the prescribed-time
guarantee. The overall control architecture is depicted
in Figure 2.

0 <|x | -xtanh ek o (24) A. Non-SinguIar Prescribed-Time Sliding Surface
o ’ Design and Basic Control Structure
where k =¢“™ ie., k =0.2785. This §ection first dgsigns a non-singular inQing
? b surface with prescribed-time convergence and provides
the basic structure of the control law based on it. The
Guidence s ‘_‘j uuuuuuu _M TS —,_ B _‘ ________ 2
P ! Preset Time Adaptive Agile Control |
1 |
20 ' |
s £ [} 5 g
£ : »| Non-singular preset time Ay . Non-singular preset-time sliding | M ! qﬁ:g:?;‘;ﬁ;a;:ﬁf;g
; 81 BQ: shidino mode surface Eq(26) mode controller Eq(31) : Model Eq(15)
r 3 I
i u(1-123) |
I I
: Optimal compensation shiding :
1 mode surface mapping Eq(32) :
]
1 I
: T My Uy :
! S .| Optimal control compensation :
: | algorithm based on ADP Eq(41) 1
' I
!. __________________________________ ] g Q

Figure 2: Block diagram of the control scheme for a hypersonic variable-geometry aircraft.
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sliding surface structure is as follows:

S =e,+ leli +e tanh[mla(eli)
2 (26)
23

ke’
Laale,)

e,
+7’a(e”)+

- T
24T,

where ¢>0,a(e,) = [zarctan(kefi /2)}
T

According to the equation(26), for the tuning of

singular terms in the sliding surface, only
e tanh[a(e“)/s]a(eu) needs  attention.  Using
L'Hépital's rule for analysis,

;%E%e;‘ tanh[ (e, ) /z]a(e,) =0 . Therefore, the designed

sliding surface (26) has no singular terms. Further,
taking the first derivativ of S, yields:
S =é,+yx (i=12,3) (27)

where

ZkelieZi

ket \| 2.
M
2 ) (1+#%¢; /1 4)x

23
+[ef1 tanh(a(e“))+i+ ke, }o‘z(e].)+e2_ /2
1 2 4 1 1

The first derivative of the sliding surface contains no

singular terms. Taking e, tanh[a(e“)/e]a(e”)/ef[ in the

equation (27) as an example, using the infinitesimal
theorem lirrol tanh(x) ~ x « lirrol arctan(x) ~ x yields:

llme tanh[ e, )/e]a /
—tanh[hma /e [glrga ] /e]zi

28
= hm " se (28)

e, ﬁO

From k>m/T,, we get2—i—?>0, thus

c

p2
kT,

lime. "< —0. Therefore, the first derivative of the

¢, —0 li
sliding surface contains no singular terms. The other
terms are analyzed similarly.

Theorem 1: For the prescribed-time sliding surface
(26), if the sliding surface variable |S|<¢,, then within

the prescribed time T, the error state variable ¢, can

k Si

. g2 /2+k£ v
converge to the origin |e,| < tan{ k=" r" k.
’ (/12)"

Proof: First, define a positive definite and
unbounded Lyapunov function Vi=612,-/2’ Taking its

derivative and considering Young's inequality
transformation yields:
a( lz) e]l 141
V.=e e, =—qtanh . 2 +—1 1 a(e,)+e,S,
(29)

) 2 pet
—lelz,sss.— tanh oe,) T ale,)
2 ' € 2 4 !

where taking sSi=%Sf>0, further derivation using

Lemma 2 yields:

2

V< —S+k £-
2

2 2

1+ 2" + k464 )a(el[)

L (30)
—(1+V+k2V2)[zarctan(kV)} e +5i i r e
T 2 r

From Lemma 1, it is known that the error variable
e, will converge to the origin

1/(2-m)
kul k within 7 . Theorem 1 is
JU

proven.

This paper combines the proposed non-singular
prescribed-time sliding surface with the convergence
analysis framework of Theorem 1 to design the
following basic sliding mode control structure:
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(u=B"(U,+U,)

1-7/24T,

(31)

i

~A-D(2,) sign(s)

JT

1-7/2kT,
U, = —D(vi)g(garctan(kHS‘ ’2 /2))

where A= x+F, v =0 are variable gain coefficients,
)Ll.(t)= c,.‘S,.‘, ¢, ER" (i=1,2,3). U,, is the optimization
adjustment compensation term, which can provide

greater control gain to satisfy better convergence
accuracy. This section does not directly give the update

formula for the gain coefficients v, . Instead, the optimal

gains v, that balance energy consumption and tracking

error will be derived using the Actor-Critic algorithm in
the following sections.

B. Online Generation of Optimal Compensation
Moment Based on Reinforcement Learning

For the undetermined time-varying gains wv,in the

control law structure of the equation (31), this section
constructs a data-driven ADP algorithm. It uses the
Actor-Critic learning structure to approximate the
system value function online and solve the constrained
HJB equation, thereby obtaining the optimal virtual

compensation moment M, against uncertainties. On

this basis, to enable the adaptive term U, in the

sliding mode controller to reproduce the optimal
strategy output by ADP to the greatest extent, a
mapping relationship from the optimal virtual

compensation moment M, to the sliding mode gain

v, is established based on the vector projection

principle, thereby calculating the optimal adaptive gain
v, in real time.

v, = max O,—_/O"Y(S)S"/2

L =123 (32)
Y(s)s[./z\ +& ( )

1-70/24T,
Where.§‘>0,Y(S)=(£arctan(kHSHz/2)) ,
T

p=BM, =[p],p2,p3]T. This mechanism maps M, to
the tangential control subspace of the sliding surface,
solving for v, with the goal of minimizing the

approximation error. Considering the non-negativity
constraint on gains for prescribed-time control laws and

the non-singularity requirement for numerical
computation, a truncation operator and regularization
term are introduced.

Further, using the optimal compensation M, to

replace B"'U,, , in the equation (31), the control law is
rewritten as follows[24]:

M =M, +B'U, (33)

To ensure that M_ can satisfy the optimization

problem of system error and energy consumption, the
following performance index is defined:

J(s.m,,)=[{s'os+ 1M, (v)]ldr
= [ a(s, M, )it

(34)

where Q@ is a diagonal matrix composed of non-
negative real numbers. L[M, ] measures the

consumption of the control law, specifically defined as
follows:

L(M,)= OM’“z[ztanh‘ (%) R]dz (35)

where /€ R" is the actuator control capability, R is a
diagonal matrix composed of non-negative real

numbers, z is the integration variable, and the
integration range is [0,M, ] .

Furthermore, define the Lyapunov function related
to the performance index as follows, where V.J =9J/S .

2(S, M, )+VJ'S=0 (36)

The optimal control quantity M;L can be obtained
by solving the following HJB equation:

g(s,M;L)+VJ*TS=—aa—‘f (37)

where J' is the gradient of the optimal value function,
e, J =min [ g(S,M_ ).
I min [ a(s, M, )t

By combining the equations (35) and equations (37)
the specific forms of M, . L(M;L) can be obtained:

M, =-Itanh L rpvr
21
L(M;,)=-VJ"BM,, (38)

+*RIn

C(1)- tanh’ (ZLIR-‘BTVJ*)
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where R is the row vector composed of the diagonal
elements of R ,L(M*

RL) is the integration result of the

equation (35).

Simultaneously solving equations (36)~(38) can
complete the solution of the control law and
performance index. However, M, and J" are difficult

to express analytically. According to the Weierstrass
high-order approximation theorem [25], for any
continuous function Y:U — R , where U is a compact
set, the function can be approximated by the following
network.

Y(x)=W"0(x)+e(x) (39)

where, o(-) is the nonlinear activation function, W is

the weight function matrix, &(x) is the network

estimation residual, and when the number of neurons
n—oo it satisfies ¢(x)—=0.

Therefore, this paper adopts the Adaptive Dynamic
Programming method with the AC structure for
approximate solution, using the Critic network to
approximate the optimal performance index

function J*, and using the Actor network to generate
the optimal control quantity M, .

J(8)=w"0(S)+e.(S)

. (40)
M, =-Itanh

iR-‘BT(VaTWa +Vea)}
21

where Vo =do/dS, Ve =de /dS. W , W,  are the
ideal weight matrices of the Actor neural network and
Critic network. o(S) is a neural network activation

function. ¢ (S)ER . ¢ (S)ER are the network

estimation residuals. Based on the universal
approximation property of neural networks for smooth

functions on a specified compact set, when o(S) are
finite-dimensional, the network estimation residuals
€,(8),e.(8),Ve, and Ve are bounded. And it is

w

a

assumed that
[26].

W/|.o and Vo are all bounded

Considering that W . W_ cannot be obtained, the

estimated weights W, . W of the Actor and Critic

neural networks are used to represent the performance
index and control quantity:

J(S)=w"o(S)
) (41)

M, = -Ztanh(zilk-‘BTVaTWa)

Simultaneously define the Actor and Critic network
weight matrix estimation errors Wa . WC as:

W =W -W
~ﬂ a Aa (42)
W.=W-W,

The update of the network weight matrices is based
on the Bellman error [24]. Substituting the equation
(41) into the Lyapunov function (36) yields the following

Bellman error 6, , .

O,y =S"QS + L(M,, )+0"W, (43)
2

where 6=Vo(BM,, +Us+A), taking 8 =6/(6'0+1)

According to the gradient descent method, the
weight update formulas for the Critic network and Actor
network in this paper are designed as follows:

puwa

n;}a = _Al & Hgard - pa‘cxyn = I/f/ar (44)
pc c

I/i\/c = _AZ (gaHJB + pczxyn + WCI/IA/L) (45)

where

£, =W -W, 6 H,  =-IVoBYO'W,

syn c

¥ = tanh

21 2t

R'B'Vo'W )
= = 7 " |_tanh

R'B'Vo'W, )

The learning rate matrices 4 . A4, are diagonal
matrices composed of positive real numbers; where
p,» p.,» T, w,and w_ all belong to the R* set, and it

is assumed that 0 satisfies the Persistent Excitation
(PE) condition.

5. STABILITY PROOF OF HYPERSONIC MORPHING
VEHICLE CONTROLLER

Given that the proposed integrated control law
adopts a coupled architecture of "Non-singular
Prescribed-time  Sliding Mode and Actor-Critic
Reinforcement Learning", this section employs a step-
by-step strategy to prove the stability of the control

system. Since the compensation term U, and the gain

term v, of the sliding mode controller are obtained by

the reinforcement learning algorithm, the convergence
of the neural network weights is a prerequisite for
ensuring the physical realizability of the control signals
and the non-divergence of the system.
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Theorem 2: For the hypersonic morphing vehicle
attitude control model, if the near-optimal control law
Eq. (41), and the corresponding adaptive weight
update algorithms Eq. (44), Eq. (45) proposed in this
paper based on the Actor-Critic architecture are
adopted, then the weight estimation errors W, and W,
of the critic network and the actor network are
Uniformly Ultimately Bounded (UUB), and the optimal
virtual compensation moment M, output by the Actor

network and the gain term wv, calculated through
projection remain bounded within finite time.

The proof of Theorem 2 can be found in Appendix
A.

In summary, based on the non-singular sliding
mode basic control law constructed in Section 4.1, and
combined with the optimal adaptive gain calculated by
the ADP algorithm in Section 4.2, the integrated control
law for attitude tracking of the hypersonic morphing
vehicle is comprehensively given as:

M =B (U +U,)
) 2

Ug=-Y(S) iz §+% YN

Gl
~D(4,)sign(S) (46)
U, ==Y (S)D(v)2
U, = max O,LS)S;/Z (i=1,2,3)

[¥(s)s,/9 +

This control law aims to use the sliding mode term
U, to ensure the forced convergence of the system

state within the prescribed time, while using the
adaptive term U, to optimize the dynamic quality of
this approaching process.

Theorem 3: For the hypersonic morphing vehicle
attitude control model, under the action of the control
law shown in Eq. (46), the sliding variable S, (i=1,2,3)
can converge to a

m-1

s)<e, & nd 2] [z
JT

range

within the

prescribed time7,, and the attitude tracking error

¢,(i=123)  will converge to a range

2 1/(2-m)
1 £, /2+ke o
e |<—tan{|k— L withi .
|| = —tan{|k———= thin 27
1 k (n/z)ﬂ’!* c

The proof of Theorem 3 can be found in Appendix
B.

Remark 2: The ADP method presented in this paper
modulates the conservativeness of response time by
leveraging the consistency between unmodeled
dynamics and the direction of the dynamic response
process. When the wunmodeled dynamics are
inconsistent with the direction of the response process,
the controller is designed conventionally; when the
unmodeled dynamics are consistent with the direction
of the response process, they are used to provide part
of the response torque, thereby speeding up the
response and enhancing agility.

Remark 3: T specifies the convergence time. & is

the sliding mode gain; the larger it is, the stronger the
nonlinearity and the faster the initial convergence, but it
may cause actuator saturation. It should be selected
appropriately according to the task requirements. The
larger Q is, the more the reinforcement learning cares
about errors, which will drive the compensating torque
to increase, allowing the system to converge faster and
have smaller steady-state error. However, too large a
Q can lead to higher energy consumption. The larger R
is, the more reinforcement learning will drive the
compensating torque to decrease in order to save
energy, but this will make the response slower and the
control output smoother. Q and R are core parameters
for balancing performance and energy consumption.

Adjusting the two should involve a trade-off. 4 =51

and 4, =101 are the learning rate matrix for the Actor

and Critic. If the learning rate matrix is too large, it may
cause oscillations and fail to converge; if it is too small,
learning will be too slow, and optimization results will
not be seen for a long time. p and p, are

synchronization gains, usually set between 0.1 and 1.0.
They help prevent learning failure caused by too large
a difference between Actor and Critic weights.

6. SIMULATION OF HYPERSONIC MORPHING
VEHICLE

A. Simulation Conditions

The simulation time for the hypersonic morphing
vehicle is 20 s. The initial conditions are: angle of
attack 10.15°, sideslip angle 0°, Height 35 km, Mach
number 8 Ma, with a sweep angle variation of 10°. The
principal moments of inertia of the vehicle are 90
kg-m?, 200 kg-m? and 200 kg-m2 The maximum
moment that can be generated by the three-axis virtual
control surface deflection is 250 N-m. The actuator
frequency is 25 Hz with a damping ratio of 0.7. The
aircraft executes a variable sweep maneuver during the
period of 0-10 s, with a total sweep angle increment of
10°. The controller parameters in this article are
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Table 1: Parameters of Different Control Methods

methods Parameters
7=15,k=14-7/7, €=0.005,£=0.0001,0=27 ., R=17_, A =0.05,4=0.05,4=005,5=005,=0.1,5=0.1
this paper
A =50, A=107 4, p =005, p =0.15,7=0.005, w, =0.01, w_ =0.01
Ref. [9] y=35,8,=5,4=05,£=00001,7 4,0 e[5°,25°]
rn=2,k,,=10,7=05,k,=06,K,,=05,k,,=2,K,,=1,9=0.7,7,=2, B, =[100,150,150]" , B,, =[300,450,350]" ,
Ref. [13] i | . .
6,=0.001,6,=08,p8, = [120,100.90]", B,, =[450,350,350]", 6,=0.001,6 =08.
selected as follows: 7; =15, £=14-1/ 7;, 5Rol! Angle Command vs. Control Effects of Three Controllers
= = = — . = = Command
¢ =0.005 ’ g =0.0001, Q_ 2[3><3 ’ R= [3><3 ’ A‘/(l_ 1’2’3) 9] Piecewise linear conlrol |

Initial ~ value 4 =0.05,4 =0.05,4=0.05,¢=0.05,
¢=01, 4=0.1, The base vectors of the actor and

critic networks are adjusted in repeated trials to
balance the approximation error and the computational
burden. They are selected identically as:

S.87,87,tanh (5 ), S tanh (5 ),
0(8)=|5,.53.5 tanh (S, )., tanh (S ), (47)
5.5, tanh (8] ).5; tanh (S, ),

The initial values of #/, and # be set separately 0
and 0.5, network update parameters set to: 4 =57,
A=107,, p =005, p =0.1517=0.005,

w =001,

x5 7

w. =001,

Since the object of this study is a hypersonic vehicle
with a variable sweep angle, the proposed control
method is compared with those in references [9] and
[13], which share the same research object. The
parameters of the district linear control controller[9] are

selected as y=35, 6 =5, A=05, £=0.0001,
#,=4,0 €[5,25]. The parameters of the finite-time

control controller in reference [13] are selected as:
}”_7=2,K‘_]’2 =10,7=05,x,=0.6,x,,=0.5,k,,=2,

Ko=1,1=0.7,7=2,B, =[100,150,150]",

B,, =[300,450,350]", 8, =0.001,6, =0.8,

B,, =[120,100,90]", B, =[450,350,350]", 8, =0.001,
0 =0.8.

w

B. Simulation Results

Results of the simulation are shown in Figures 3 to
14.

[13] Finite-time control
Proposed agile control

Roll Angle (deg)

Time (s)

Figure 3: Roll Angle.
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Figure 4: Pitch Angle.

3Yaw Angle Command vs. Control Effects of Three Controllers
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Roll Rate Comparison of Three Controllers
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The variations in the aircraft's three-channel attitude
angles and angular velocities are shown in Figures 3 to
8. It can be observed that the proposed control method
achieves attitude convergence within the prescribed
time while maintaining a smooth dynamic process
without significant overshoot. With the preset time
convergence mechanism of the controller, the aircraft
can strictly follow the time constraints to complete error
convergence during the deformation process, even if
the response characteristics change, thereby
effectively maintaining a reasonable ratio between the
controller and system bandwidth.

Furthermore, as demonstrated by the attitude angle
deviation curves in Figures 9-11, the method achieves
attitude convergence within 1.5 seconds by leveraging
ADP's capability to wupdate unmolded dynamic
characteristics. This effectively reduces convergence
time conservatism, enhances system agility, and
achieves control accuracy within 0.01°.

As shown in the control input curves depicted in
Figures 12 to 14, the control command values
designed in this paper are smaller than those of the
other two methods. This is attributed to the optimized
design of control commands incorporated within the
ADP technical indicator function, which effectively
reduces energy loss during flight.

7. CONCLUSION

This paper proposes a control method based on
adaptive dynamic parameter (ADP) and prescribed
time sliding mode to address the agile control
challenge for hypersonic morphing vehicles during
high-maneuver states. The method utilizes ADP to
adapt to unmolded dynamic characteristics, achieving
higher control accuracy for hypersonic morphing
vehicles with nonlinear and transient aerodynamic

properties while maintaining a predetermined
proportional relationship between controller bandwidth
and vehicle system bandwidth. Simultaneously, a
singularity-free prescribed time sliding mode control
scheme is designed to precisely regulate convergence
time and reduce its upper bound. Finally, simulation
comparisons validate the advantages and effectiveness
of this approach.

Although the control method in this paper reduces
the conservativeness of convergence time to some
extent by utilizing unmolded dynamics, the deviation
between the preset convergence time and the actual
convergence time is still considerable. At the same
time, the actuators tend to saturate during deformation
maneuvers, which will be the focus of our future
research.
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APPENDIX A

Define the following positive definite and unbounded
Lyapunov function:

veLewraw Lt aw (48)
2pa a a 2 c (&

Simultaneously considering Eq. (41) ~ Eq. (45),
taking the first derivative of 7 yields 7 :

V=LeWTaWw +WTAW (49)
P,
Define the following performance error term:

In

C(1) - tanh® (Z%R‘IBTVJ*)

B =IR (50)

_1n[<C(l) —tanh’ (%R'IBTVGTWQ H

Substituting Eq. (50) into Eq. (37) and integrating,
the following relationship is obtained:
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STQS+WTV0(US+A)+5H To simplify the expression, define two bounded
’ (51) vectors f . f, as follows:
+’Rln

C(1) - tanh® (%R“BTVGTW‘I )} =0
lVoBtanh(%R'lBTVoTWa)
* . o —
where ¢, =Ve," (U +x)+B,+VJ'AD is a bounded f= o'w, (56)
HJB error. -IVoB tanh(%R]BTVoTWa)

Expanding the term £ " AW yields:

a

f,=UR(h,-h)

Do i ) -IW'VoB tamh(iR"}.';TVUTn”/a)n1
_CWaTAIWa = WaT [Hgard +pc‘csvn + WaWa] = 211: (57)
», ’ (52) .
~IW N OBV W, - p W) (W~ W, )+w W, +HW/VoB Sign(g RlBTVGTWa)
o _ s +loW'VoB-¢,
Similarly, expanding the term W AW yields: ¢
_ L . Substituting Eq. (52), Eqg. (55), and Eq. (56), Eq.
WIAW =W [E)éHJB +p. L, + W(»Wc] (57) into Eq. (49) and organizing yields:
17Tn T 9 Ty1) . ~— ~ ~ — ~
=I’VC H[S QS+L(MRL)+0 WC] (53) VS_VV(TBQTI/VC"'PKO_"Z"'WGT_K
+p W (W, =W, )+ wW W, wp, (W, - W) (W, - W)
Substituting Eq. (51) and the definition of 6 into Eq. +wC(WcTWL, —HWL H2)+ w, (W;Wa —HW Hz) (58)
(53) yields the following relationship: N
. <-W'00'W +W'6f,
WIAW =p W (W =W |+ wW W + B .
c “27 ¢ c c( c a) c e c —WaW Z_LWHZ_Fg?
A T ~ 2 a 2 c v
~(VoBM,, +VoU+Vax) W,
— where & =W'f . Define the generalized variable
—-I*RIn|C(1)-tanh® (ZLIR'IBTVOTW“)} e Y 9
g (54) T=[Wa W ] . Substituting it into Eq. (58) and
‘ —lW:Vo’Btanh(%RIBTVOTWH)—SH organizing yields the following equation:
~ | X Vs-T'"NT+T"N,+%, (59)
+*R1n|C(1) - tanh® 2—ZR"BTVGTWa

where Nl=diag[%Imxm,%lmxm+t§6T is a positive

Using Lemma 2 and Lemma 3 to bound Eq. (54)

ields:
yl~e ) . o o definite matrix, N2=[O,9_f2]T. Considering that N, is a
Wi AW, < PCWCT(WC ‘Wa)’f wW W, -W00'W, bounded vector, there exists
_5H+12§(; _;7*) HNZHSA2’Al=)\'min(Nl)"§v|SA3’ and further setting
~ ~ T . .
-IW'VoB tanh(LR'BTVoTW )+r]} = (B [{p7. ]| then Eq. (59) satisfies:
. ¢ 2t ¢ (55)
w'o .
e —IWGTVoBtanh(ZilR'IBTVaTWG) v <=A[[rif + A, fri+ A, (60)
+1WTVGBSign(iR'1BTVGTW) Therefore, by. soll/ing the quat.jratic equation, tEe
a 21 a convergence radius 7 can be obtained. When HTH>r ,

V<0
where ||, HﬁaH and |z,| are all bounded.
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7=

A+ AT +AA A, 61)

2A

1

This means W, . W, are Uniformly Ultimately

Bounded (UUB), and W, is bounded, so the estimated

weight Wa of the Actor network is bounded. At the
same time, since the basis functions are bounded, the
compensation moment M, output by the Actor

network is bounded. In Eq. (32), since the numerator is
bounded and the denominator is always greater than 0,

the gain term v, is a bounded value at any time. This
proves Theorem 2.

APPENDIX B

There exists a reasonable and monotonically
increasing gain A, (i=1,2,3), satisfying A, is slightly
less than D (i=1,2,3). Define a positive definite and
unbounded Lyapunov function.

1

v=25'S (62)

Taking the derivative of Eq. (62) yields:
14 =ST(Bu+X+F+AD)

2 2 ar
55,55 SIS
N ) 4

(63)
+STAD—STZD)(Ai)sign(S)

Combining the terms in (63), and according to
Theorem 2,Ui>0(i=1,2,3), and 17=min{v1,vz,v3},
organizing yields:

1-m
V< —(1 +V+0V + szz)(garctan(kV))
7

+C'(s))c(o,

- ) (64)

I-m
< —(1 +V + szz)(%arctan(kV)) +\/§H§H

where g=<C(‘Dm,.‘—A,.)(i=l,2,3) ;  Combining  with

Lemma 1, the sliding surface variable |S| will converge
m-1

2 il
to ¢, =%tan (g)z ' {k\/ﬁHg‘ Hz within the prescribed
T

time T . Further combining with Theorem 1, it can be

known that within the next 7 time, the tracking error

, 1
e, will converge to‘e].‘ =—tan
1 1 k

1/(2-m)
8;. [2+k ¢
i P

] . This
(m/2)"

proves Theorem 3.
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